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The development of powerful models such as ChatGPT and speech recognition has meant Al now exhibits
more human-like intelligence. However, machines a so need to take into account all of the human senses
including sight, sound and even touch. In this course, students will gain an understanding of important Al
models currently being used in the fields of vision, speech and language. We then discuss how we can take
two or more of these fields and combine them to create multimodal models. There will also be the
opportunity to practically test these Al models and understand where they work and what needs to be
improved.
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Students will gain an understanding of machine learning techniques and architectures and also how to
construct basic models. They will aso know how to properly evaluate Al models using real data.
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1. Introduction to modelling (1 week)

Recent Al models have been responsible for many technological breakthroughs. How does a machine use a
model to extract data and process it intelligently? We discuss how Al models possess human capabilities to
process and understand real-world data.

2. Overview of computer vision, language and speech (3 weeks)

We review the historical techniques and important models in the domains of vision, speech and language.
Students should understand the fundamental concepts behind the models and what the current challenges are
in these fields.

3. Introduction to modelling (2 weeks)

Basic construction of Al models will be discussed, with the focus on neural networks as they are responsible
for much of the state-of-the-art Al which is used today. Students will be able to see some of these modelsin
action.

4. Transformer models (2 weeks)

Al has been largely improved through the concept of transformer models. An overview of this architecture
will be provided to understand what makes it such a powerful technique that has been adapted to many Al
applications.

5. Multimodal models and techniques (3 weeks)

In these lectures introduce the concept of combining different data streams, known as multimodality. What
situations do we need it and why can it further improve Al models? We take alook at techniques for creating
multimodal models which can combine two or more of vision, speech and language. Topicsinclude
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multimodal representation and fusion.

6. Multimodal interaction (3 weeks)

Interaction between humans and computers or robots will be discussed as multimodal interaction can greatly
improve the interaction experience. User interfaces and human-agent conversation will be emphasized.
Students will also have the opportunity to create their own models or system and evaluate the results.

7. Feedback (1 week)
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Attendance and participation (30%), exercises (50%) and afinal report (20%).
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Handouts

[ ]

Students should aim to review course content for 30 minutes before and after class and try to read
fundamental papers which will be presented during classes.
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